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1  Introduction

In document processing, there is often a need to 
generate a binary image from a color or gray-scale 
image via binarization. For example, most Optical 
Character Recognition (OCR) methods utilize image 
binarization as the first step. Document images can 
be obtained via scanners or cameras. With the wide-
spread usage of digital cameras on smart phones, a 
user can conveniently take a picture of a document 
or a product label bearing text. Unfortunately, there 
are a number of challenges that are unique to cam-
era-captured document images, such as perspective 
distortion, non-uniform illumination, focusing blur, 
complex background, and so on1) 2). Non-uniform il-
lumination is especially detrimental to the binariza-
tion of document images.

The threshold for binarization can be selected ei-
ther globally or locally. In the global approach, the 
entire input image is used to calculate the threshold, 
and subjected to the same thresholding operation. In 
the local approach, the threshold is computed and 
applied only within a local region, thus it is adaptive 
in nature. Obviously, local adaptive binarization 
methods are better suited for images degraded by 
non-uniform illumination.

There are a number of adaptive binarization meth-
ods in the literature, and many of them compute a 
local threshold based on certain image statistics of a 
local region. Bernsen chose the average of the maxi-
mum and minimal pixel values in the surrounding 
region as the local threshold3). Niblack combined the 
mean and standard deviation of pixel values in a slid-
ing window as the local threshold4). White and Rohrer 
used a running average of the pixel values as the lo-
cal threshold5). Abutaleb determined the local thresh-
old by maximizing the entropy of each local region6). 
Tsai proposed to find the local threshold to preserve 
image moments 7). Recently, more sophisticated adap-
tive binariation methods have been proposed to take 
into account the unique characteristics of document 
images. Gatos and Pratikakis et al. utilized background 
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removal to deal with non-uniform illumination, us-
ing stroke connectivity preservation as a constraint 8). 
Sauvola and Pietikainen treated a document image as 
a collection of background, texts and pictures, and 
binarized text and non-text regions differently 9).

Most methods described above need to specify a 
fixed local window size, which the quality of the bi-
narization results depends on. Unfortunately, it is dif-
ficult to apply a predetermined local window size 
universally to many document images to obtain good 
results. In this report we propose a new approach 
that does not require specification of local window 
size, instead, it is determined in such a way that each 
symbol falls within its own local window. Very brief-
ly, we first utilize image phase congruency to reduce 
the impact of non-uniform illumination. Then con-
nected component analysis is applied to the edges 
generated from the phase congruency of the image to 
separate symbols and determine local windows. 
Afterwards, a local threshold is determined for each 
symbol using existing methods. Our approach takes 
into consideration of the structural characteristics of 
document images while simultaneously reducing the 
impact of non-uniform illumination. The proposed 
method is compared to representative existing meth-
ods using both synthetic and real camera-captured 
document images to show its advantages.

2  Methods

2. 1  Image phase congruency
Image phase congruency is a measure that describes 

the phase relationship among frequency components 
of an image10). It has been used to extract edge-like 
image features 10) 11). The use of phase congruency for 
detecting features has significant advantages over 
gradient-based methods as it is a dimensionless quan-
tity invariant to image brightness or contrast, which 
results in insensitivities to non-uniform illumination 
in camera captured images12). Phase congruency is 
difficult to compute based on its definition. Here we 
utilize the implementation by Kovesi 11), as described 
below.

Let S(x) denote a 1D signal and F e
n ( . ) and Fo

n ( . ) the 
even-symmetric (cosine) and odd-symmetric (sine) 
log-Gabor wavelet filters at scale n. The responses of 
each pair of filters form a response vector

[en(x), on(x)] = [F e
n {S (x)}, F o

n {S (x)}]

The amplitude, phase angle and phase deviation are

ΔØn(x) = cos[Øn(x) − Ø(x)] − |sin[Øn(x) − Ø(x)]|

Øn(x) = atan (en(x), on(x))

An(x) = √[en(x)]2 + [on(x)]2

where Ø(x) is the average phase angle of all scales. 
Phase congruency is computed as

PC (x) =
Σnw (x) fp[An(x)ΔØn(x) − T ]

ΣnAn(x)
�

(1)

where fp[u] = u if u > 0, fp[u] = 0 if u  0; T is a noise 
threshold, and w(x) a weight function.

To extend the above definition to 2D, the phase 
congruency can be computed at multiple orientations 
of the 2D image and the results summed up as

PC (x, y) =
ΣorΣnwor,n(x, y) fp[Aor,n(x, y)ΔØor,n(x, y) − T ]

ΣnAor,n(x, y)
�

(2)

where wor,n(x, y), Aor,n(x, y) and ΔØor,n(x, y) are 
similar to the corresponding variables in Eq. 1 but 
are calculated at each orientation. Phase congruency 
values range from 0 to 1; for practical purposes, we 
can treat the computation of 2D phase congruency of 
an image as a non-linear image transformation. The 
2D phase congruency output is of the same size as 
the input image. For convenience, we call this 2D 
transformation output of the input image as its phase 
congruency map.

It should be noted that this implementation has a built-
in de-noising mechanism, as indicated by the noise 
threshold T in Eq. 2, which is adaptively determined 
during the phase congruency computing process 11).

2. 2  Adaptive binarization for document images
Two commonly encountered binarization issues in 

camera-captured document images are noise and non-
uniform illumination, especially those captured by 
low-quality cameras on cellular phones. As described 
above, the phase congruency implementation used in 
this report can address both issues at the same time.

Our adaptive binarization method using phase con-
gruency consists of four major steps (Fig. 1): (1) a 
phase congruency map is computed for input image, 
with de-noising carried out automatically; (2) edges 
are extracted from the phase congruency map via 
hysteresis thresholding; (3) connected components 
and their bounding boxes are obtained from the edg-
es; (4) the gray input image is divided into individual 
symbols using the component bounding boxes, and 
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each symbol is binarized individually with an existing 
thresholding method. Each step is explained in more 
details below.

STEP 1: Computation of phase congruency map
Phase congruency map as shown in Eq.2 is com-

puted on gray images only. Most camera-captured 
document images are in RGB color format. There are 
two options to apply Eq.2 to such images: first, con-
verting them to gray images; second, applying Eq.2 
to each of the RGB components and combining the 
three maps together. For a certain images, the second 
approach may give better results since conversion 
from color to gray images may lead to significant in-
formation loss, as demonstrated on focus measures 
by Tian et al.13). However, application of Eq.2 is com-
putationally expensive as the transformation is done 
at multiple scales and orientations, so we choose to 
use the conversion method for color images.

STEP 2: Edge extraction from phase congruency map
Edge extraction from the phase congruency map is 

simple as edges in an image exhibit high phase con-
gruency. In other words, a greater value at a pixel in 
the phase congruency map indicates a higher proba-
bility that the pixel is on an edge in the input image. 
Therefore we can simply binarize the phase congru-
ency map to obtain an edge map, a binary image 
containing edge pixels as foreground and non-edge 
pixels as background. To achieve better results, hys-
teresis thresholding is used, similar to the threshold-
ing in Canny edge detector 16).

STEP 3: Connected component analysis of edge map
Morphological operations are used to remove spu-

rious edges and/or connect broken edges. Then stan-
dard connected component analysis is carried out on 
the cleaned edge map. The bounding box or convex 
hull of each component is saved for the next step.

Characteristics of the connected components can be 
analyzed to obtain statistical information of the con-
nected components. For example, each connected 
component may be measured by its height and width, 
and the height and width distributions of all connect-
ed components may be analyzed. For a typical docu-
ment image, the connected components are mostly 
text characters which tend to have similar heights 
and widths compared to those for images or graphics. 
Connected components for non-text (tables, graph-
ics) also tend to be much larger than those for text 
characters. Based on this statistical information and 
the fact that characters tend to form lines, text and 
non-text regions can be separated and handled differ-
ently. For example, pictures and graphics may be bi-
narized differently, as suggested by Sauvola et al.9).

It should be pointed out that a single character may 
be divided into multiple connected components, 
some of which may be very small. With a little more 
processing, they can be merged together to form true 
characters. However, this is highly language depen-
dent: it is easy to do in Indo-European languages (such 
as English, German and French), but much more 
challenging in East Asian languages (such as Chinese, 
Japanese and Korean). In this report, we do not 
merge connected components, and we use the term 
“symbols” from now on to distinguish them from 
characters.

STEP 4: Binarization of individual symbols
With the bounding box or convex hull information 

for each symbol from the previous step, we can cut 

Fig. 1  Major steps of the proposed binarization method.

Compute phase congruency map of input image

Extract edges from phase congruency map via
hysteresis thresholding

Obtain connected components (symbols) and
their bounding boxes or convex hulls

Cut out local ROIs from the gray image using the
bounding box or convex hull of individual

symbols, and binarize each symbol ROI with an
existing binarization method

The numbers of scales and orientations used in 
Eq.2 need to be chosen carefully. Using larger num-
ber of scales and orientations may yield more accu-
rate phase congruency map, at the cost of more 
computations. In this report, we choose 5 scales and 
4 orientations.

As pointed out earlier, adaptive de-noising is auto-
matically carried out as an inherent part of phase 
congruency computation in Eq.2. So we do not apply 
additional de-noising step. However, for images with 
low signal-to-noise ratio (SNR), an edge-preserving 
filtering step before applying Eq.2 may yield better 
edge extraction results in Step 2. Either anisotropic 
diffusion or bilateral filter can serve this purpose14) 15).
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out individual region of interest (ROI) for each sym-
bol from the gray image. Each bounding box or con-
vex hulls should be extended by a few pixels as long 
as it does not overlap with its neighboring symbols. 
This can avoid cutting out some extremely simple 
symbols without much background.

Each gray ROI can be binarized individually using 
one of the conventional binarization methods de-
scribed earlier. We use Niblack’s method in our im-
plementation, but only one threshold is computed for 
the entire ROI. Once all gray ROIs are binarized, the 
outputs can be assembled to form the binary output 
image.

3  Results

We evaluated the proposed method on both syn-
thetic and real camera-captured document images, 
and compared it to 6 existing adaptive binarization 
methods. Both psychophysical and objective meth-
ods were used to evaluate the binarization results.

Fig. 2  	Gray document image with simulated non-illumination and its 
binarization results of 7 methods.

(a) Gray image 

(b) Bernsen’s method 

(c) Niblack’s method 

(d) White and Rohrer’s method 

(e) Abutaleb’s method 

(f) Tsai’s method 

(g) Sauvola’s method  

(h) Proposed method using IPC 
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3. 1  Synthetic document images
In the first set of experiments, we artificially intro-

duced non-uniform illumination and noise to a gray 
document image. The non-uniform illumination is 
Gaussian distributed, with its peak at the center of the 
image, as shown in Fig. 2 (a). The image is binarized 
using the proposed method and 6 existing adaptive 
methods2-7) 9). We used the implementation of existing 
methods in Gamera Python at default settings 17). The 
binarization results are shown in Fig. 2 (b-h).

For psychophysical evaluation, the 7 binary images 
were printed on high quality A4 papers using Konica 
Minolta bizhub C650 MFP. They were shown to each 
subject, who was asked to choose the two best and 
two worst ones from them. The subjects were not 
aware of the methods used.

For objective evaluation, we recognize the binary im-
ages with free OCR software from ABBYY (FineReader 
Online), and count the number of character errors in 
the output text files.

Table 1 shows the evaluation results. As shown in 
first two rows of Table 1, the result of the proposed 
method was consistently ranked as the best by all 8 
subjects, while the result of Bernsen’s as the worst. 
The proposed method is also among the best in OCR 
evaluation with only 1 error out of 827 characters.

The proposed method also performed well when sig-
nificant Gaussian or speckle noise is present in the 
gray image (Fig. 3). Due to space limit, we do not show 
the individual binarization results of existing methods.

binarization process, we can also separate text and 
non-text regions of the document using the statistical 
information from the connected component analysis 
and some heuristic constraints derived from document 
characteristics. This topic warrants another full-length 
report to address. Interested readers may also refer 
to a United States patent application18). Here we sim-
ply show one example of text and non-text segmenta-
tion without diving into the details (Fig. 5).

JB WN JW AA WT JS IPC

0 4 2 0 0 2 8

8 0 0 7 1 0 0

20 5 0 28 3 1 1

Best votes

Worst votes

OCR errors*

: total number of characters is 827; errors are counted by characters.

Table 1  	Psychophysical and OCR evaluation results for existing and pro-
posed adaptive binarization methods. For existing methods 2-7) 9), 
the initials of the first authors are used to represent the corre-
sponding methods, and IPC is the proposed method.

3. 2  Real camera-captured document images
We further evaluated the proposed method on real 

camera-captured document images. One example is 
shown in Fig. 4. The original RGB image was captured 
with the camera on an HTC’s Thunderbolt phone in 
office setting. The proposed method successfully bi-
narized the entire image in the present of significant 
noise and non-uniform illumination, even for the 
“negative” (white-on-black) portion.

As pointed out in the Method section, during the 

(a) Gray image 

(b) Zoom-in of the red rectangle region in (a) 

(c) Binarization result using IPC 

Fig. 3  Document image with simulated slanted non-illumination and 
Speckle noise and the binarization result using IPC.

4  Conclusions

An adaptive binarization method using phase con-
gruency is proposed to deal with non-uniform illu-
mination and take into account the unique character-
istics of document images. It has been evaluated 
against 6 representative existing adaptive methods 
using both psychophysical and OCR methods, and 
emerged as one of the best in dealing with non-uniform 
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illumination and noise in both subjective and objec-
tive criteria. In addition, it has been demonstrated 
that this method can be extended to accomplish text 
and non-text segmentation as a by-product of the bi-
narization process.
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(a) Camera-captured image 

(b) Binarization result using IPC 

(a) Camera-captured image 

(b) Text segmentation result (white indicates text region)

Fig. 4  	A camera-captured document image and the binarization result 
using IPC.

Fig 5  	A camera-captured image and the text segmentation result based 
on IPC and connected component analysis.




